
material, ICF-22 InS-Li (Supplementary Information). Its specific
conductivity reaches up to 1.1 £ 1022 ohm21 cm21 at 24 8C under
31.7% relative humidity (Fig. 5). The ionic conductivity of
these chalcogenides generally increases with the relative humidity.
For example, at 18 8C, the conductivity of ICF-5 CuInS-Na ranges
from 1.0 £ 1024 ohm21 cm21 under 0.2% relative humidity to
1.2 £ 1022 ohm21 cm21 under 100% relative humidity (Fig. 3a,
b). A similar trend is observed for ICF-21 InSe-Na (Fig. 4a, b).
Despite their high ionic conductivity, there are some limitations

for the practical applications of these materials, particularly for
lithium batteries, because a relative humidity of 30% or higher is
needed to achieve the highest ionic conductivity. Another possible
application might take advantage of the open architecture and
narrow bandgaps (as compared to oxides) of these materials for
photocatalysis. In either case, further research is needed to develop
these materials for practical applications.
The materials reported are probably only a small group of a much

larger family of inorganic open-framework chalcogenides. The
synthetic method described here should be applicable to a range
of chalcogenide structures and compositions. The diverse chemical
compositions and crystal structures provide rich opportunities in
exploring the physical and chemical properties of these chalcogen-
ides and in establishing structure–property relationships. A

Methods
Typical synthesis conditions are given below using ICF-22 InS-Li, ICF-21 InSe-Na, and
ICF-5 CuInS-Na as examples.

For ICF-22 InS-Li, In(NO3)3·H2O (339.2mg), LiCl (176.9mg), Li2S (210.3mg), and
H2O (2.1967 g) were mixed and stirred in a 23-ml Teflon-lined stainless steel autoclave for
20min. The vessel was then sealed and heated at 190 8C for 4 days. After cooling to room
temperature, a ,68% yield of colourless crystals were obtained.

For ICF-21 InSe-Na, a mixture of In(NO3)3·H2O (381.5mg), Na2Se (408.3mg), and
H2O (2.0240 g) was prepared and stirred in a 23-ml Teflon-lined stainless steel autoclave for
10min. The vessel was then sealed and heated at 170 8C for 3 days. The autoclave was cooled
to room temperature. A ,77% yield of pale-yellow octahedral crystals was obtained.

For ICF-5 CuInS-Na, In(NO3)3·H2O (372.0mg), Cu(NO3)2·3H2O (67.98mg), Na2S
(234.4mg), and water (2.5740 g) were mixed in a 23-ml Teflon-lined stainless steel
autoclave and stirred for 10min. The vessel was then sealed and heated at 150 8C for 3 days.
After cooling to room temperature, a ,85% yield of red crystals was obtained.

For ICF-5 CuInS-Na, the elemental analysis (wt%) was 44.22 In, 4.03 Cu (calculated
43.97 In, 4.29 Cu) based on the formula Na10[Cu3In17S33]·56(H2O). The thermal analysis
shows that ICF-5 CuInS-Na undergoes a total of 17.0% water loss in the temperature
range from room temperature to 200 8C.All crystal structures were solved from single crystal
data collected at 150K on a SMART 1000 charge-coupled device (CCD) diffractometer.

Ionic conductivities were measured by a.c. impedance methods with an applied
frequency range of 10 to 20MHz using a Solartron 1260 frequency response analyser.
Both pellet and single crystal samples were used for measurements. Pellets were prepared
by compressing the fresh powder sample at the pressure of 5,000 psi and were then cut into
smaller pellets shaped like the rectangular prism. Liquid gallium was used as contacting
electrodes.
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The fragmentation of magma, containing abundant gas bubbles,
is thought to be the defining characteristic of explosive erup-
tions1–3. When viscous stresses associated with the growth of
bubbles and the flow of the ascendingmagma exceed the strength
of the melt2,4–6, the magma breaks into disconnected fragments
suspended within an expanding gas phase. Although repeated
effusive and explosive eruptions for individual volcanoes are
common7,8, the dynamics governing the transition between
explosive and effusive eruptions remain unclear. Magmas for
both types of eruptions originate from sources with similar
volatile content, yet effusive lavas erupt considerably more
degassed than their explosive counterparts7,8. One mechanism
for degassing during magma ascent, consistent with obser-
vations, is the generation of intermittent permeable fracture
networks generated by non-explosive fragmentation near the
conduit walls9–11. Here we show that such fragmentation can occur
by viscous shear in both effusive and explosive eruptions. More-
over, we suggest that such fragmentation may be important for
magma degassing and the inhibition of explosive behaviour. This
implies that, contrary to conventional views, explosive volcanism
is not an inevitable consequence of magma fragmentation.

Analysis of pumice samples from the explosive eruption of
Mount Pinatubo, 15 June 1991, suggests that non-newtonian
rheology and growth of gas bubbles during magma ascent led to
intense shear and possibly fragmentation at the conduit walls9.
Recent observations suggest that fragmentation at the conduit walls
may not be restricted to explosive eruptions. Tuffen et al.10 describe
multiple generations of tuffisite veins in the dissected vent of a
rhyolite lava flow at Torfajökull, Iceland. They10 interpret these
features to record repeated cycles of brittle fragmentation followed
by annealing of the fragments and subsequent deformation of the
reannealed magma by viscous flow, to form flow banding. Textures
within the tuffisite veins suggest that fragmentation created a
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transient fracture system amenable to gas flow. Similar examples of
apparent fragmentation, reannealing and deformation of fragments
into flow banding are also observed in the Mule Creek vent, New
Mexico11. Non-explosive fragmentation of ascending magma has
also been suggested for the generation of volcanic earthquakes

during the 1991–1995 effusive eruption of the Unzen volcano,
Japan12. We have examined obsidians from the Big Glass Mountain
rhyolite dome, California, and find corroborating evidence of
magma fragmentation, reannealing and elongation of fragments
into flow banding (Fig. 1).
To gain insight into the mechanics governing fragmentation in

silicic volcanoes, we have developed a numerical model for magma
ascent in the volcanic conduit. The ascending magma (that is,
melt þ bubbles) is modelled as the steady, isothermal flow of a
single-phase liquid at constant mass flux, Qm, in a cylindrical
conduit of constant radius R. We specify a magma pressure,
pm ¼ p0, number density of bubbles, nd, and relaxed newtonian
melt viscosity, mmr, at the base of the conduit to solve the joint
problem of bubble growth and magma ascent. Rather than include
the transition to fragmentation and flow of fragmented magma, we
determine the ascent distance above the conduit entry at which
magma fragmentation by viscous shear should first occur. Unlike
previous studies3,13, the model is quasi-one-dimensional and for a
given depth computes the radially varying vertical component of
magma velocity, u(r,z). Mass and momentum equations solved by
our model are:

d

dz
rðzÞ

A

ð

uðr; zÞ dA

2

6

4

3

7

5
¼ d

dz
rðzÞ QðzÞ½ & ¼ d

dz
Qm ¼ 0 ð1Þ

and

mð _g;f; c;a; r; zÞ _gðr; zÞ ¼2
r

2

dpðzÞ
dz

ð2Þ

Figure 1 Deformation textures of annealed fragments in obsidian from Big Glass

Mountain, California. a, Annealed fragments are slightly elongate parallel to shear
direction; sample width is 11.5 cm. b, Annealed and deformed fragments; sample width is
6 cm. c, Typical ‘flow banding’; sample width is 4 cm. Fragment compositions in all three

samples are identical: the difference in colour is primarily due to varying abundance of

micrometre-size crystals.

Figure 2 Evolution of a typical model simulation. The model simulation starts at an
ambient pressure of 250MPa and ends once shear-induced fragmentation is first

predicted to occur. a, Calculated velocity profiles, u(r ), of the ascendingmagma, shown at
different ascent distances. The inset is a schematic depiction of the theoretical model for

shear-induced magma fragmentation near the conduit walls and concurrent open-system

degassing. Small hatch marks schematically indicate shear-induced fragmentation,

which for this model calculation is inferred to occur at 920m. The presence of shear-

induced fragmentation above the initial fragmentation level is hypothetical and is not

based on actual model calculations. The two large arrows indicate possible degassing

pathways associated with the increased permeability of fragmented magma. b, Relaxed
melt viscosity normalized by its value at the first occurrence of shear-induced

fragmentation (mmr/mmrf, solid line) and ambient pressure normalized by its value at zero

ascent distance (p m/p 0, dashed line) versus ascent distance. The gradient in p m is the

sum of magma-static and dynamic pressure changes. c, Normalized magma
vesicularity (solid line) and normalized volumetrically averaged dissolved volatile content

(dashed line) versus ascent distance. d, Calculated radial strain rate at the conduit wall (ġR,
solid line) and critical strain rate for fragmentation (kG1/mmr, dashed line) versus ascent

distance. The calculated values of ġR increase with ascent distance as the velocity profile

becomes increasingly blunt and the largest strain rates are near the conduit walls. The

critical strain rate decreases as the relaxed melt viscosity increases with volatile exsolution.

When calculated ġR and critical strain rate are equal, the first occurrence of shear-induced

fragmentation is inferred and the model calculation ends. e, Dissolved volatile content of the
melt. Each concentration profile (dashed line) corresponds to one velocity profile shown in a.
Also shown is the change in bubble radius and volatile content at the bubble wall (solid line).

Diffusion of volatiles into the gas bubbles, as a consequence of decreasing p m, results in

decreasing volatile content of the melt and increasing mmr shown in b.
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with boundary conditions:

uðR; zÞ ¼ duð0; zÞ
dr

¼ 0 ð3Þ

Here A is the cross-sectional area of the conduit, r(z) is the
magma density, Q(z) ¼ Qm/r(z) is the volumetric flow rate, m(r,z)
is the magma viscosity, p(z) is the dynamic pressure, r and z are the
radial and vertical coordinates respectively, ġ ¼ du/dr is the rate of
simple shear strain, f(z) is magma vesicularity, a(z) is bubble
radius, and c(z) is the concentration of volatiles dissolved in the
melt. Calculations of volatile exsolution and bubble growth, which
occur as a consequence of depressurization during magma ascent,
assume a homogeneous suspension of spherical bubbles sur-
rounded by uniform shells of silicate melt14 with a volatile-
dependent viscosity15.
During the flow calculations, magma viscosity is allowed to vary

vertically and radially. Locally, magma viscosity depends on melt
viscosity, mm, and strain-rate dependent suspension (melt þ
bubbles) rheology16–18. Melt viscosity, in turn, depends on strain
rate4–6,19, as well as volatile content20. We do not explicitly model the
growth of crystals during magma ascent. However, the effect of
crystallinity on magma rheology can be represented by increased
magma viscosity21, in accordance with rheological models for
suspensions of rigid particles16–18.
Figure 2 depicts the typical changes in flow conditions and radial

velocity profiles (Fig. 2a) calculated by our model. During ascent,
magma pressure decreases from its initial value through magma-
static and dynamic pressure loss (Fig. 2b) as:

pm ¼ p0 2

ðz

0

dp

dz
þ grðzÞ

" #

dz ð4Þ

This results in volatile exsolution and bubble growth14,15 (Fig. 2e),
which in turn causes f,Q, and mmr to increase (Fig. 2b,c). Because of
the rheological dependence on ġ, there is an inherent feedback
between increasing ġ and decreasing m. The no-slip boundary
condition results in large shear–strain rates at the conduit walls,
ġ ¼ ġR, and the initially near-newtonian velocity profile of the
ascending magma becomes increasingly blunt18 (Fig. 2a).
The melt closest to the conduit walls will eventually be subjected

to shear–strain rates that exceed the experimentally determined
critical strain rate of silicate melts2,4,12 (Fig. 2d). In our simulations,
the Capillary number, Ca ¼ mmġRa/j, is .. 1 near the conduit
walls, and we can assume that strain rates of magma and melt are
similar21. Here j is surface tension. We adopt a criterion for magma
fragmentation:

_g$ k
G1
mmr

ð5Þ

where k ¼ 0.01 is an experimental constant andG1 ¼ 10GPa is the
elastic modulus at infinite frequency.
At the threshold for ‘shear-induced fragmentation’, the melt

surrounding gas bubbles is assumed to break by brittle failure2–6.
Therefore, we expect that fragmentation depends primarily on the
rheology of the melt phase, rather than the magma. We adopt a
critical shear–strain rate that is based on the relaxed newtonianmelt
viscosity, a measured quantity during experimental determination
of critical strain rates4–6. However, given the multiphase nature of
natural magmas, the validity of either assumption requires future
experimental evaluation3.
From our model simulations we find that shear-induced frag-

mentation is predicted to occur over a wide range of parameters22

encompassing explosive as well as effusive eruption conditions
(Fig. 3). The evolution of individual model simulations follows
the grey horizontal lines from low to high melt viscosity, until the
fragmentation threshold, denoted by dots and squares, is reached
(Fig. 3). Our results indicate that the threshold for shear-induced
fragmentation follows a systematic trend (diagonal line on Fig. 3)

that scales with the critical conduit shear–strain rate, Ġ ¼ Q/pR3,
via the relaxed melt viscosity as:

_G< C G1 m20:9
mr ð6Þ

where C ¼ 0.01 (Pa s)20.1 is a fitting parameter. At a givenQ and R,
shear-induced fragmentation is predicted to occur once mmr exceeds
the threshold value given by equation (6).

The degassed nature of effusive magmas is generally attributed to
open system degassing7,8,23, the loss of volatiles from the ascending
magma. To what extent degassing is controlled by permeable gas
flow laterally into the conduit wall1,23, or vertically through the
magma column24, remains an open question. Permeability esti-
mates25–27 of #10213m2 imply timescales of the order of weeks to
years for permeable gas flow through vesicular magma within the
conduit. However, based on recent observations10,11 we speculate
that shear-induced fragmentation may create, at least temporarily
and locally, a magma consisting of individual fragments bound by
an interconnected fracture network of high permeability. Degassing
of centimetre-size fragments into fractures, concurrent with gas
flow through a highly permeable fracture network, could consider-
ably shorten the time required for degassing of magma at and above
the initial depth of fragmentation. At the initial occurrence of
fragmentation almost all deformation associated with magma
ascent is localized over a radial distance, d < CRmmr

0.1, derived by
combining equations (5) and (6) under the assumption of con-
servation of mass. d is an estimate for the thickness of fractured, and
presumably permeable, magma that is expected to form during one
cycle of shear-induced fragmentation. Therefore, regardless of the
actual degassing pathway, shear-induced fragmentation may
increase the feasibility of open-system degassing.

Observations10 (Fig. 1) suggest that fragmented magma can

Figure 3 Model results and predicted occurrence of shear-induced fragmentation.

Vertical axis is conduit strain rate (ratio of mean magma ascent velocity and conduit

radius). Subhorizontal grey lines with arrows trace the evolution of conduit strain rate and

m mr for individual model simulations. The predicted occurrence of shear-induced

fragmentation is marked by symbols: circles, .70% of volatiles originally dissolved in

the melt have exsolved at the time of shear-induced fragmentation; squares, an

exsolved volatile fraction of ,70%. The predicted occurrence of shear-induced

fragmentation follows a systematic trend, well described by the power law of equation (6)

(solid diagonal line). Below this trend no fragmentation is predicted to occur. A

combination of conduit strain rate and m mr plotting above this trend is inferred to result

in shear-induced fragmentation. Also shown are the ranges of explosive versus

effusive strain rates for silicic eruptions, based on a compilation of eruption rates22

and assuming an average magma density of approximately 103 kgm23, as well as a

minimum (or maximum) conduit radius of the order of 10m (or 100m) for explosive (or

effusive) eruptions. Our model simulations predict the occurrence of shear-induced

fragmentation for both explosive and effusive eruption conditions. The following

range of parameters were investigated: 100MPa # p 0 # 250MPa,

1010 m23 # n d # 1019 m23, 5 wt% , c(z ¼ 0) , 8 wt%, f(z ¼ 0) < 0, 105 Pa s

# mmr(z ¼ 0) # 108 Pa s, 103 kg s21 #
R
Ar(z ) u (r,z ) dA , 109 kg s21, and

5m # R # 200m.
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reanneal. Although our model simulations do not include calcu-
lations past the fragmentation threshold, we propose that a local
decrease in shear-strain rates associated with fragmentation may
promote reannealing28. Furthermore, it seems reasonable to assume
that shear-induced fragmentation has a marked effect on the flow of
the ascending magma and that upon continued ascent, fragments
from different parts of the ascending magma may become juxta-
posed. If the magma is texturally heterogeneous, which in itself may
be a consequence of repeated cycles of fragmentation, flow defor-
mation and reannealing, fragments can become elongated into
bands10 (Fig. 1). Minimum strain estimates to produce milli-
metre-size bands from decimetre-size fragments is of the order of
100. Using d as an estimate of the length scale for shear, this
corresponds to an ascent distance, Dz < ġRd, of the order of
10m. We propose that the long-standing enigma of pervasive flow
banding of silicic magmas may in some cases be viewed as a record
of fragmentation and reannealing during magma ascent, in much
the same way as banding can be made by fragmentation and
reannealing in flows29. In addition, we expect that shear-induced
fragmentation can, to some degree, replace viscous deformation as
the mode of shear along conduit walls, thereby reducing the
exceedingly large dynamic pressures required to erupt highly
crystalline silicic magmas. However, none of our model simulations
explicitly include the effect of crystals on fragmentation30.

Our prediction that shear-induced fragmentation occurs in both
explosive and effusive silicic volcanism is consistent with the
observed conditions of volcanic systems22 (Fig. 3), with the degassed
nature of effusive silicic lavas7,8, and with textural observations at
the outcrop scale down to the microscale9–11 (Fig. 1). As opposed to
the common view that explosive volcanism “is defined as involving
fragmentation of magma during ascent”1, we conclude that frag-
mentation may play an equally important role in reducing the
likelihood of explosive behaviour, by facilitating magma degassing.
Because shear-induced fragmentation depends so strongly on the
rheology of the ascending magma, our findings are in a broader
sense equivalent to Eichelberger’s hypothesis1 that “higher viscosity
of magma may favour non-explosive degassing rather than
hinder it”, albeit with the added complexity of shear-induced
fragmentation. A
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Languages, like genes, provide vital clues about human history1,2.
The origin of the Indo-European language family is “the most
intensively studied, yet still most recalcitrant, problem of his-
torical linguistics”3. Numerous genetic studies of Indo-European
origins have also produced inconclusive results4,5,6. Here we
analyse linguistic data using computational methods derived
from evolutionary biology. We test two theories of Indo-
European origin: the ‘Kurgan expansion’ and the ‘Anatolian
farming’ hypotheses. The Kurgan theory centres on possible
archaeological evidence for an expansion into Europe and the
Near East by Kurgan horsemen beginning in the sixth millen-
nium BP7,8. In contrast, the Anatolian theory claims that Indo-
European languages expanded with the spread of agriculture
from Anatolia around 8,000–9,500 years BP9. In striking agree-
ment with the Anatolian hypothesis, our analysis of a matrix of
87 languages with 2,449 lexical items produced an estimated age
range for the initial Indo-European divergence of between 7,800
and 9,800 years BP. These results were robust to changes in coding
procedures, calibration points, rooting of the trees and priors in
the bayesian analysis.
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